Efficient approaches to solutions of partition function for condensed matters
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Abstract

The key problem of statistical physics standing over one hundred years is how to exactly calculate the partition function (or free energy), which severely hinders the theory to be applied to predict the thermodynamic properties of condensed matters. Very recently, we developed a direct integral approach (DIA) to the solutions and achieved ultrahigh computational efficiency and precision. In the present work, the background and the limitations of DIA were examined in details, and another method with the same efficiency was established to overcome the shortage of DIA for condensed system with lower density. The two methods were demonstrated with empirical potentials for solid and liquid cooper, solid argon and C60 molecules by comparing the derived internal energy or pressure with the results of vast molecular dynamics simulations, showing that the precision is about ten times higher than previous methods in a temperature range up to melting point. The ultrahigh efficiency enables the two methods to be performed with ab initio calculations and the experimental equation of state of solid copper up to ~ 600 GPa was well reproduced, for the first time, from the partition function via density functional theory implemented.

Keywords: statistical physics, partition function, free energy calculation

Supplementary material for this article is available online

(Some figures may appear in colour only in the online journal)

1. Introduction

The widely used ab initio calculations may provide useful information for the material designs, while the results are in principle reliable for systems at zero Kelvin, and may lead to large deviations from finite-temperature cases. Actually, at room temperature or high temperature zone, statistical physics brings a promising prospect that all the thermodynamic properties of macroscopic matter can be thoroughly predicted without any empirical data as long as the partition function (PF) or free energy (FE) can be calculated precisely [1]. Unfortunately, it is yet quite difficult for the theory to be applied practically in condensed matter systems to determine the equation of states (EOSs) [2, 3], the condition of solid–solid or solid–liquid phase transitions [4–6], or the probability of isomers of larger molecules at arbitrary temperatures.

The problem standing in front of statistical physics stems from the fact that exact solution of the PF for a condensed system consisting of N particles involves a 3N-fold configurational integral (CI), which goes far beyond the capacity...
of modern computers. For an example, solving the 180-fold integral of the PF for a C_{60} molecule by the conventional integral algorithms using an empirical potential would cost at least \(10^{100}\) years even if a cutting-edge supercomputer with \(\sim 10^{16}\) FP64 operations per second is employed.

In the past century, a lot of efforts have been contributed to approaching the problems for solving PF. Among these attempts, the cluster expansion (CE) of CI proposed by Mayer in 1941 [7] should be an efficient analytical approach, and has been continuously developed up to present [8]. Although CE has been applied in several aspects [6, 8–10], for condensed matters, the exact CE would exhibit non-physical behaviors [6]. Moreover, it should be pointed out that CE concerns only pairwise additive potentials, which are usually suitable for gas but cannot well describe the many-body interactions between atoms of metals, alloys or ceramics. Even so, the integrals of high-order CE are yet as complex as the 3N-fold CI.

Alternative routes are resorted to numerical molecular simulations, that is, either on the basis of molecular dynamics (MD) simulation to trace the trajectories by integrating Newton’s equation of motion, or, in a manner of Monte Carlo (MC) formalism to sample the microstates in phase space by stochastic walks. The long-standing challenge in face of both MD and MC is how to protect the simulations from being trapped in a local FE minimum, or in other words, how to find those microstates that have major contributions to the PF within a limited simulation period [11]. Metadynamics was put forward [12, 13] to solve the problem in the way of MD simulations by finding a set of order parameters, the so-call collective variables (CVs), so that the dynamics run in the phase space of CVs are able to escape from the FE wells more easily. The prominent success is that the sampling efficiency would be greatly enhanced if both the selected CVs and the predefined bias function are appropriately chosen [14]. It should be noted that the sampling efficiency would be no much different from that of conventional MD simulations if inappropriate CVs are selected [15, 16]. Nowadays, the major researches are focusing on the methodologies of choosing CVs [17–19] and constructing the bias potential [20].

Following the path of MC sampling, progress has been made in evaluations of the relative difference of PF (or FE) [21–23], and more efforts are being paid to the density of state (DOS) of potential energies to calculate absolute PF [24–26]. The advantage of DOS calculation lies in its independence of temperature and is able to solve out all the thermal properties of interest under any conditions instantly. Among various methods, Wang–Landau sampling [24] was the first breakthrough that the utilized biased weights make it possible to help the sampling climb over high FE barriers and visit rare states with equal probability. In spite of its special benefits for low-temperature cases, the method does not exhibit remarkable improvement in terms of sampling efficiency [27]. Recently developed nested sampling (NS) may be state-of-the-art technique [28], which aims at uniformly sampling a series of fixed fractions partitioned by potential energies in configurational space [29, 30] and has been successfully applied in several systems described by empirical potentials [31–41]. Despite of its improved 2–3 orders of computational efficiency, the affordable system scale of NS can be hardly over several hundred particles because of the large amount of sampling procedures, even if the empirical pairwise potentials are employed.

It is worth noting that the CI for a system consisting of \(N\) particles is made up of contributions from all the microstates of the configurational space, which can be divided as gas, liquid and solid regions. So, the total CI of a system, \(Q_T\), is the sum of partial CIs, \(Q_g\), \(Q_l\), \(Q_s\), belonged to the gas, liquid and solid states respectively. According to statistical theory, the probability for the system with given volume and temperature staying in the gas, liquid or solid states, as well as the probability for the solid being in different structures \(S_1, S_2, \ldots\), can be precisely determined by the ratio of partial CIs, \(Q_{g}/Q_{s}\), as long as \(Q_g, Q_s, Q_l, \ldots\) are obtained. For instance, to see the probabilities for C_{60} molecules existing in a perfect football structure or a defective one at a given temperature, or a metal existing in fcc or bcc structure with given volume and temperature, etc, it is only necessary to calculate the partial CIs of these specific structures without calculating the total CI of the system.

Very recently, instead of tackling CI by means of CE, MD or MC, we have put forward a completely different method, named direct integral approach (DIA) based on our reinterpretation of original sense of integral [42, 43], to solve the CI for liquid and solid with specific structures. The method improves the computational efficiency by four orders than state-of-the-art algorithm and has been successfully applied to calculate the FE of 2D materials as graphene, \(\gamma\)-grapayne, silicene [42], and EOS of solid argon (Ar) [43]. The accuracy was compared with NS [43], showing that the computational precision of DIA is about ten times higher for condensed systems. In the present work, we fully examined the background and limitations of DIA, showing that its accuracy gets gradually lower as the density decreasing. In order to cover the shortage, we proposed another method called effective entropy approach (EEA), which stems from the fact that the contribution of interacting particles to entropy is similar to that of non-interaction particles except that the movable space for the interacting particles is reduced by the interactions. For testing the above analytical results stringently, several empirical potentials, such as tight-binding (TB), Lennard-Jones (L-J) and Brenner were employed to calculate the PF for solid and liquid copper (Cu), solid Ar, C_{60} clusters, and the derived internal energy and EOSs were compared to vast MD simulations, showing the calculation precision is about ten times higher than state-of-the-art technique. It should be stressed that tests by MD simulations using the same interaction potential as used in calculations of PF are much more rigorous than those by experimental measurements, though most methods for solving PF are mainly tested by direct comparisons with experiments. This argument comes from the fact that in most cases the interaction potential (even gained from \(ab\) \textit{initio} methods) used for solving PF are not precise for the realistic systems and may lead to the theoretical results in agreement with experimen- tal measurements even though the methods for solving PF are not accurate. Thanks to the ultrahigh computational efficiency of the two methods, we successfully implemented density
The original sense of one-fold (1D) integral can be interpreted as an effective length (left) and a two-fold integral equals to an effective area (right).

2. Theoretical model

2.1. Direct integral approach

The original sense of one-fold (1D) integral \( I_{1D} = \int_0^a f(x) dx \) is interpreted as the sum of infinite number of rectangles with area \( A_i = f(x_i) \Delta x \) and \( I_{1D} = \lim_{\Delta x \to 0} \sum A_i \). Here, we interpret the integral from a different angle: the length element \( \Delta x \) at \( x_i \) is modulated by \( f(x_i) \) to be a new length element \( \Delta x_i' = f(x_i) \Delta x \) and \( I_{1D} = \sum \Delta x_i' \). In other words, the 1D integral is a summation of length elements instead of area elements and equals to an effective area, \( \Delta a \), of \( a_1 \) (see left in figure 1).

Similarly, a two-fold integral \( I_{2D} = \int_0^a \int_0^b f(x,y) dydx \) is interpreted as the sum of infinite number of rectangles with area \( A_{ij} = f(x_i,y_j) \Delta x \Delta y \) and \( I_{2D} = \lim_{\Delta x \to 0, \Delta y \to 0} \sum A_{ij} \). Here, we interpret the integral from a different angle: the area element \( \Delta x \Delta y \) at \( (x,y) \) is modulated by \( f(x,y) \) to be a new area element \( \Delta x' \Delta y' = f(x,y) \Delta x \Delta y \) and \( I_{2D} = \sum \Delta x' \Delta y' \). In other words, the 2D integral is a summation of area elements instead of volume elements and equals to an effective volume, \( \Delta V \), of \( a_2 \) (see right in figure 1).

Followed by this notion, an N-fold integral \( I_{ND} = \int_0^a \int_0^{a_2} \cdots \int_0^{a_N} dq_1 dq_2 \cdots dq_N f(q_1,q_2,\cdots q_N) \) equals to an effective volume, \( \Delta V \), of \( a_1 \), \( a_2 \), \( \cdots \), \( a_N \).

When the integrand \( f(q_1,q_2,\cdots q_N) \) is in a form of \( \exp[-U(q_1,q_2,\cdots q_N)] \) with \( U(q_1,q_2,\cdots q_N) \) being positive definite within the integral domain and having minimum at the origin \((U(0,0)=0)\), the effective length of \( a_i \) is defined as

\[
ad_i = \int_0^{a_i} \exp[-U(0\cdots q_i \cdots 0)] dq_i, \quad (i = 1, 2, \ldots N) \tag{1}
\]

and the effective volume approximates to \( \prod_{i=1}^{N} a_i \), i.e.,

\[
I_{ND} \simeq \prod_{i=1}^{N} a_i \tag{2}
\]
Since $U(x, y)$ is positive definite, $a'$ and $b'$ are small, and the integral domain of equation (6) is a small area around the origin, we obtain that

$$I_{2D} \simeq a'_1 a'_2. \quad (9)$$

Similarly, the solution of $\prod_{i=0}^{N} \int_{0}^{q_{N}} dq_i \exp[-U(q_1, q_2 \ldots q_N)]$ is equation (2) as long as $U(q_1, q_2 \ldots q_N)$ is positive definite and has a minimum at the origin $(U(0) = 0)$. In this way, the $N$-fold integral is turned into one-fold integral, and the method is named as DIA.

It should be stressed that the Taylor expansion in equation (8) validates only within the neighborhood of the origin of $U$, indicating an additional condition for validation of equation (9) (or equation (2)) is that $a'_1$ should be small enough. In some cases, although the function $U(q_1, q_2 \ldots q_N)$ meets the basic demands as being positive definite and minimum at the origin, such as $U(q_1, q_2 \ldots q_N) = \prod_{i=1}^{N} q_i^2$, the effective length $a'_1$ is as large as $a_1$, and therefore equation (2) or equation (9) is no longer valid. Fortunately, such cases can hardly happen when DIA is applied to solve the CI for realistic physical systems, which can be seen from the followed equation (10).

Now consider CI for a continuum system consisting of $N$ particles in liquid or solid state at a given temperature $T$, $\beta = 1/k_B T$ with $k_B$ the Boltzmann constant, $q^{3N} = \{q_1, q_2 \ldots q_{3N}\}$ the Cartesian coordinates of particles and $U(q^{3N})$ the potential function. Although the integrand is in the same form as required by equation (2), it may not be positive definite or have no minimum at the origin $(q^{3N} = 0)$. Letting the set $Q^{3N} = \{Q_1, Q_2 \ldots Q_N\}$ be the coordinates of particles in state of the lowest potential energy $U_0$, we may introduce a function

$$U'(q^{3N}) = U(q^{3N}) - U_0, \quad (11)$$

where $q'_i = q_i - Q_i$. By inserting equation (11) into equation (10), we obtain

$$Q = \int dq^{3N} \exp[-\beta U'(q^{3N})]. \quad (12)$$

Clearly, $U'(q^{3N})$ is positive definite within all the integral domain and has minimum at the origin $(U'(0) = 0)$. According to equation (2), the integral in equation (12) equals to an effective $3N$-fold volume,

$$Q = e^{-\beta U_0} \prod_{i=1}^{3N} L_i, \quad (13)$$

where the effective length $L_i$ on the $i$th degree of freedom is defined as

$$L_i = \int e^{-\beta U(0, q'_i, 0)} dq'_i. \quad (14)$$

For homogeneous systems with certain geometric symmetry, such as perfect one-component crystals, all the particles are geometrically equivalent and $U'$ felt by one particle moving along $q'_i$ may be the same as the one along $q'_j$ (or $q'_k$). In such a case, equation (13) turns into

$$Q = e^{-\beta U_0} L^{3N}, \quad (15)$$

where $L$ is the effective length determined by equation (14). Otherwise, it is needed to calculate the effective length, $L_x$, $L_y$, $L_z$ by equation (14) of an arbitrary particle, and equation (13) turns into

$$Q = e^{-\beta U_0} (L_x L_y L_z)^N. \quad (16)$$

The procedure can be extended to systems composed of different particle species by calculating the effective length of each species respectively.

For inhomogeneous systems, such as defects or interfaces existed, particles may be grouped into $M$ sets numbered by $I$ with each containing $N_I$ equivalent particles, and the CI becomes

$$Q = e^{-\beta U_0} \prod_{I=1}^{M} \{V_I\}^{N_I}. \quad (17)$$

where $V_I = \int e^{-\beta U(x)} dx \int e^{-\beta U(y)} dy \int e^{-\beta U(z)} dz$ denotes the effective volume of an arbitrary particle in the $I$th set with Cartesian coordinates $x, y, z$.

It should be borne in mind that the above derived $Q$ is the partial CI for a specific matter state, liquid or solid with given structure rather than the total CI resulted from all the microstates of the system in every state. For a given state, liquid, solid or cluster of an $N$-particle system, the first step of using DIA is to find the most stable structure (MSS) for determining $U_0$, which can be accomplished in principle by several well-developed methods, such as global optimizations [44–47] or dynamic damping [48, 49]. Actually, the MSS for crystals can be immediately obtained by placing the particles right at the lattice sites. Then, we move a particle along its one degree of freedom $q'_i$ to obtain $U(0 \ldots q'_i \ldots 0)$ while its other degrees of freedom $q'_j$ and all the other particles are kept fixed.

It is clear from equation (14) that the effective length $L_i$ would continue to be larger with increases of the temperature and decreases of the potential $U'(0 \ldots q'_i \ldots 0)$, the latter corresponding to the decreases of the density. According to the conditions for validation of equation (9) that $a_i$ should be small enough, the accuracy of equation (13) will get worse as the temperature increasing and density decreasing. This tendency of DIA was confirmed by the comparisons with MD simulations in section 3.

At a first glance, DIA might be regarded as similar to the phonon model with quasi-harmonic approximation. In fact, performance of the two approaches is very different, which has been demonstrated by our very recent work [50] showing that the EOS of crystal Ar along the melting line with temperature up to 2600 K is well reproduced by DIA and MD but differs from the result of the phonon model by 20%.

2.2. Effective entropy approach

The work of Watanabe and Reinhardt [51] proved that the entropy of an interacting system would be the same as that of a
non-interacting system by adiabatically switching off the inter-
particle interactions, which gives us a hint that the entropy of
a realistic system may be expressed in a way similar to that of
a non-interaction system,
\[ S_{\text{eg}} = \frac{3}{2} N_k b \ln T + \frac{3}{2} N_k b \left( \frac{5}{3} + \ln \frac{2m\pi k_B}{h^2} \right) + N_k b \ln \frac{V}{N}, \]
where \( V \) is the volume for the particles freely moving in.

For an interacting system, the PF can be written as
\[ Z = \frac{1}{N!} \left( \frac{2m\pi}{\hbar^2} \right)^{\frac{3N}{2}} e^{-\beta \lambda_0^2 Q'}, \]
where \( Q' = \int dq^{3N} \exp[-\beta U(q^{3N})] \) (see equation (12) for details), and the entropy can be expressed via
\[ S = k_B \left( \ln Z - \beta \frac{\partial}{\partial \beta} \ln Z \right) \]
(19)
in terms of the effective volume \( V_{\text{eff}} \) as
\[ S = \frac{3}{2} N_k b \ln T + \frac{3}{2} N_k b \left( \frac{5}{3} + \ln \frac{2m\pi k_B}{h^2} \right) + N_k b \ln \frac{V_{\text{eff}}}{N}, \]
(20)
where
\[ V_{\text{eff}} = Q' \frac{1}{\beta} e^\frac{\beta \lambda_0^2}{\hbar^2}, \]
and \( U' = \int U \ e^{-\beta U'} dq^{3N} \). Equation (20) implies that the contribution from interacting particles to entropy is the same as free particles except that the movable volume \( V \) for the free particles changes into \( V_{\text{eff}} \) for the interacting particles.

It is clearly that the changes of movable volume is just
due to the interaction potential \( U' \) restricting the movable space of the interacting particles. For a non-interaction system, \( U' = 0 \), and according to equation (19), \( Q' = V^N \), so \( V_{\text{eff}} \) equals to \( V \) and equation (20) returns to equation (18), which indicates that \( V_{\text{eff}} \) should be mainly dependent on the potential \( U' \) felt by the particle. Based on above arguments, we made a conjecture that
\[ V_{\text{eff}}(\beta) = \int e^{-\alpha U'(x,y,z)^\beta} \, dx \, dy \, dz, \]
where \( \alpha \) is a universal dimensionless constant, and \( U'(x,y,z) \) is the potential felt by an arbitrary particle moving in the system with other particles fixed. For one particle moving in a one-dimension potential \( U'(x) = \frac{a}{4} x^2 \) or \( U'(x) = a|x| \), where \( a \) is an arbitrary positive number, the PF \( Z \) can be analytically solved, and the entropy is \( S = k_B \left( \ln Z - \beta \frac{\partial}{\partial \beta} \ln Z \right) \), which produces the exact effective \( V_{\text{eff}} \) via equation (20).

The value of \( V_{\text{eff}} \) for the two potentials can be reproduced by equation (22) with \( \alpha = 1/e \), showing that equation (22) validates for the two potentials.

Through equations (20) and (22), the entropy of any system \( S(\beta) \) can be obtained and further the PF, \( Z \), can be determined via \( S(\beta) = k_B \left( \ln Z - \beta \frac{\partial}{\partial \beta} \ln Z \right) \) by (see derivations in appendix A)
\[ \ln Z = \beta \left( C_0 - \int_0^\beta S'(\eta) \, d\eta \right), \]
(23)
where \( S'(\eta) = S(\eta)/\beta \), and \( C_0 \) is a constant to be determined as follows. The internal energy \( E \) reads,
\[ E = -\frac{\partial}{\partial \beta} \ln Z = -C_0 + \frac{S'(\beta_0)}{\beta_0} + \int_0^\beta \frac{1}{\eta} \, dS'(\eta), \]
(24)
and from equations (20) and (22), we get
\[ \frac{dS'}{d\eta} = -\frac{3}{2} N \frac{1}{\eta} \, d\eta + N U'(\eta) d\eta, \]
(25)
where \( U'(\eta) = \frac{1}{\beta_0^2} \ln V_{\text{eff}}(\eta) \). Insert equation (25) into equation (24), we obtain
\[ E = -C_0 + \frac{S'(\beta_0)}{\beta_0} + \frac{3N}{2} \left( \frac{1}{\beta} - \frac{1}{\beta_0} \right) - N \int_0^\beta U' \frac{1}{\eta} \, d\eta. \]
(26)

When \( T \to 0 \) (\( \beta \to \infty \)), \( E \to U_0 \), \( C_0 \) is determined as
\[ C_0 = -U_0 + \frac{S'(\beta_0)}{\beta_0} + \frac{3N}{2} \left( \frac{1}{\beta} - \frac{1}{\beta_0} \right) - N \int_0^\beta U' \frac{1}{\eta} \, d\eta. \]
(27)

To this far, the PF can be solved to produce all the thermodynamic functions, such as internal energy and pressure,
\[ E = U_0 + \frac{3}{2} N_k b T + N \int_0^T U' \frac{1}{\xi} \, d\xi, \]
(28)
\[ P = -\frac{\partial E}{\partial V} + N_k b T \frac{1}{V_{\text{eff}}} \frac{\partial V_{\text{eff}}}{\partial V}. \]
(29)

If a system contains \( M \) kinds of particles, which have different potential \( U' \) because of their different surroundings, such as in liquid or amorphous solid, the effective volume is defined by
\[ V_{\text{eff}} = \frac{1}{M} \sum_{i=1}^M V_{\text{eff}}^i. \]
(30)

where \( V_{\text{eff}}^i \) is the effective volume of an arbitrary atom in the \( i \)th kinds and thus has the similar expression as equation (22). With the same procedures as above, \( E \) and \( P \) are expressed as
\[ E = U_0 + \frac{3}{2} N_k b T + N \sum_{i=1}^M \int_0^T U'^i \frac{1}{\xi} \, d\xi, \]
(31)
\[ P = -\frac{\partial E}{\partial V} + N_k b T \frac{1}{V_{\text{eff}}} \frac{\partial \sum_{i=1}^M V_{\text{eff}}^i}{\partial V}. \]

where
\[ U'^i = \frac{1}{\sum_{i=1}^M V_{\text{eff}}} \int_0^T (\alpha U'^i) e^{-\alpha U'^i} \, dx. \]
(32)

In the above model named by EEA, the key step is solving the 3-fold integral of \( V_{\text{eff}} \) (equation (22)), which would lead to
much computational cost. An approximation may be made by separating the 3-fold integral into three one-fold integrals as

\[
V_{\text{eff}} = \int e^{-\alpha U(x,0,0)} \, dx \int e^{-\alpha U(0,y,0)} \, dy \times \int e^{-\alpha U(0,0,z)} \, dz. \tag{32}
\]

In this way, the main calculation task for EEA is nearly the same as that for DIA, details of which can be seen in the last paragraph of section 2.1. Preliminary MD simulations of solid Cu showed that the value of \( \alpha \) of EEA should be set as 0.17, which is about half of the value 1/e for one particle moving in one-dimensional potential, and in the following applications of EEA, the value of \( \alpha \) is always set to be 0.17.

### 3. Results and discussions

To test the accuracy of DIA and EEA, we may perform \textit{ab initio} calculations of \( U''(0 \ldots q \ldots 0) \) on some realistic systems and compare the derived results with related experiments. However, results from first principle calculations may be strongly dependent on the specific algorithms, such as different types of exchange–correlation functions in DFT, and the experimental data are usually insufficient for extensive comparisons. In such cases, even if the results derived from the PF are in good agreement with the experimental data, it would be yet doubted of the accuracy of DIA or EEA. In order to have a stringent test, we first employed empirical potentials to calculate the PF of several systems by DIA and EEA, and the derived internal energy and EOS were compared with MD simulations using the same potentials. The results of PF were also compared with experimental data, showing that the TB potential is suitable for solid Cu with ordinary density and L-J potential is excellent for Ar. Furthermore, DIA and EEA were performed with \textit{ab initio} calculations for solid Cu and the derived EOS coincides well with experimental data, especially at high-pressure zone.

#### 3.1. For solid and liquid copper

Considering the huge computational cost of the MD simulations, the number of Cu atoms in our model is limited to 4000, which were confined in a cubic box with periodic boundary condition applied. The TB potential [52] was employed to describe the interatomic interactions. For solid Cu, the MSS was found by arranging the atoms at the fcc lattice sites. In consideration of the Fm–3m symmetry of fcc lattice, the Cartesian Z-axis of atoms is set to [001] direction so that the potential \( U'' \) felt by an atom moving along the X-axis (or Y-axis) is the same as the one along the Z-axis. To obtain \( U''(Z) \), the Z coordinate of the geometry-center atom was changed step by step with its X and Y coordinates fixed to record the potential energies, during which all the other atoms stay fixed as well.

For the liquid Cu, the amorphous structure was prepared by heating the solid Cu up to 2.5 \( \times 10^4 \) K in MD simulation to generate a uniform distribution of atoms, and a damped trajectory method [48] was used to determine the MSS and potential energy \( U_0 \) (see details in supplementary information (https://stacks.iop.org/JPCM/33/115901/mmedia)).

![Figure 2](image)

**Figure 2.** For solid Cu with atomic volumes of 6.07, 7.28, 8.64 and 10.39 Å\(^3\)/atom (colored in magenta, green, black and blue respectively), the internal energies obtained from DIA (lines), EEA (pentagons) and MD simulations (crosses) (a), and the relative difference between the MD simulations and DIA (b) as well as EEA (c), and the relative standard deviations (RSDE) of MD simulations (d), where different colors correspond to different atomic volumes shown in (a).

Different from the cases in the solid Cu, the potential \( U'' \) felt by a liquid atom moving along the X-, Y- or Z-axis may not be the same, so \( U''(x) \), \( U''(y) \) and \( U''(z) \) for a single atom located in the center region were calculated respectively and equation (16) was applied to obtain the CI by DIA. To apply EEA, we chose 20 atoms in the center region of the relaxed MSS and equation (30) was used to calculate the CI.

Common procedures for MD simulations of a canonical ensemble [49] was employed to produce the internal energy (\( E \)) and pressure (\( P \)) of the systems contacted with a thermal bath at given temperatures, and the Verlet algorithm [53] was employed for integrating the equations of motion with a time step of 0.1 fs and 0.01 fs for the solid and liquid respectively. We first fully relaxed the systems for 10\(^5\) steps, and ran another 10\(^5\) (or 10\(^6\)) steps to record the values of \( E \) and \( P \) for the solid (or liquid). Attention have to be paid that the commonly used Virial equations [54] are inaccurate to compute pressure in the case of many-body potential with periodic boundary condition applied [55, 56], and we employed the method proposed by Tsai [57] that considers stress and momentum flux across an area for conducting the statistic of \( P \).

For the solid systems with atomic volume ranging from 6.07 to 10.39 Å\(^3\)/atom (colored in magenta, green, black and blue respectively in figures 2 and 3), the internal energy \( E_{PF} \) and pressure \( P_{PF} \) derived from the PF obtained by DIA or EEA are in excellent agreement with those \( (E_{MD} \text{ and } P_{MD}) \) obtained by MD simulations at temperatures from 10 K to 2500 K (figures 2 and 3). When the temperatures of the systems, except for the one of an atomic volume of 7.28 Å\(^3\)/atom, are below 1500 K, the relative difference of internal energy (RDE = |\(E_{PF} - E_{MD})/E_{MD}| \) of DIA is less than 0.03% (figure 2(b)), while for EEA, the RDE is less than 0.09% (figure 2(c)). As the temperature rises up to 2500 K, the
Figure 3. Similar to figure 2, the pressure obtained from DIA (lines), EEA (pentagons) and MD simulations (crosses) (a), and the relative difference between the MD and DIA (b) as well as EEA (c), and the relative standard deviations (RSDP) of MD simulations (d).

difference gets a bit larger and the maximum is 0.35% for DIA and 0.6% for EEA, which should be attributed to the statistical fluctuations of MD simulations because the relative standard deviations of internal energy (RSDE) increases by several times (figure 2(d)). In any case, the RDE of both the two methods is well within the RSDE of the MD simulations, while DIA works a little better. It is easy to understand why the RSDE of MD and the RDE of DIA or EEA for the system with atomic volume 7.28 Å³/atom (green color in figure 2) are obviously larger, because the absolute value of the internal energy is relatively small. On the pressure, the overall relative difference of pressure (RDP = |\(P_{\text{E}} - P_{\text{MD}}|/P_{\text{MD}}|\)) is below 1% for both DIA (figure 3(b)) and EEA (figure 3(c)), which is a little larger than the RDE but still well covered by the relative standard deviations of pressure (RSDP) of MD, ~ 3%, (figure 3(d)).

For the solid Cu system with atomic volume larger than 11.5 Å³/atom, we calculated the isothermal EOSs at 300, 1000 and 1500 K by DIA, EEA and MD simulations, as shown in figure 4(a). For the EOS at 300 K, the pressure obtained by DIA and EEA coincides well with the results of MD simulations when the atomic volume is smaller than 15.35 Å³/atom, which can be from the fact that the results derived from the two methods are within the fluctuations of MD simulations. Specifically, the RDP of EEA and DIA is about 1% and 2% respectively. When the atomic volume is larger than 15.3 Å³/atom, the MD simulations showed that the systems cannot keep the crystalline structure and exhibit spatial holes [58], implying that solid-liquid phase transitions may take place, which would be extensively investigated by DIA and EEA in the near future. For the systems at 1000 K, the crystalline structure can be kept until the atomic volume reaches up to 14.52 Å³/atom, below which the RDP of EEA and DIA is about 4% and 8% respectively. Although the RDP is obviously larger than that for 300 K, it is still smaller than the RSDP of the MD simulations. When the temperature was lift to 1500 K, the largest atomic volume for the crystalline structure reduced down to 13.33 Å³/atom, and the RDP of DIA increases up to about three times larger than that of the EEA. Even so, the standard deviation of DIA from the MD simulation is still within the fluctuations.

The above results show that for the systems of large atomic volume, EEA works better than DIA, and DIA behaves worse and worse with increases of the atomic volume and temperature while EEA does not. This tendency is inevitable because the condition for validation of equation (15) (or equation (2)) in DIA is that the effective length, \(L_i\) (or \(a_i\)), should be small enough, while according to equation (14), \(L_i\) increases with the temperatures (\(\beta = 1/k_B T\)) and the atomic volume that determines the value of \(U_i^0\). This is also the reason why DIA works better for the atomic values smaller than 10.39 Å³/atom (figures 2 and 3).

The experimental isothermal EOS [59, 60] for the solid Cu with atomic volume of 6–12 Å³/atom at 300 K exhibits the same trend as those obtained by DIA and EEA using the TB potential (figure 4(b)). Although the pressures derived by DIA are in an excellent agreement with those by EEA, they are about 10% larger than the experimental data. This discrepancy should be attributed to the inaccuracy of the empirical potential because the MD simulations produced nearly the same results as DIA or EEA (the RDP is about 3%). By contrast, we also used the L-J potential [61] to calculate the EOS by DIA. Although the outcome coincides well with the
corresponding MD simulations, it deviates much more from the experiments.

For acquiring a more accurate interatomic potential, we next used the DFT to calculate the \( U' \) in equations (14) or (32). All the DFT computations were conducted by the Vienna \textit{ab initio} simulation package (VASP) 5.4.4 [62, 63], and two methods were employed, the ultrasoft pseudopotential (USPP) with Perdew–Wang 91 general gradient approximation (GGA-PW91) [64] for electronic exchange–correlation functional and the projector-augmented wave (PAW) formalism with Perdew–Burke–Ernzerhof general gradient approximation (GGA-PBE) [65]. 108 Cu atoms were considered in a \( 3 \times 3 \times 3 \) supercell and a \( \Gamma \)-centered \( 4 \times 4 \times 4 \) Monkhorst–Pack [66] \( k \)-point mesh was set to sample the Brillouin zone. In order to accelerate the speed of the DFT computation, the GPU supported VASP code [67–69] was used for the GGA-PW91, and the standard CPU-based VASP code was used for the GGA-PBE. The procedure to calculate the PF through DFT calculations is exactly the same as that of using empirical potentials, while the only difference is that, due to the large time-consumption of DFT self-consistent energy calculations, the sample points of \( U' \) curve by DFT are not as many as those by TB potentials. We calculated 20 potential-energy points for each \( U' \) curve within \( \sim 1 \) Å and then used standard interpolation algorithm to fit the curve of \( U' \) (see details in supplementary information).

As can be seen in figure 4(b), the application of interatomic potential determined by DFT greatly improves the accuracy of the obtained EOS for both DIA and EEA, especially in the high-pressure zone \((>200 \text{ GPa})\). For instance, the pressure at 5.9 Å\(^3\)/atom obtained in reference [59] is 561.91 GPa, and it is 563.03 GPa and 562.88 GPa for DIA and EEA respectively with GGA-PW91 approach, and 574.76 GPa and 574.73 GPa with GGA-PBE approach. As we discussed above, it is the potential function that would largely affect the value of calculated PF when compared with experiments and both DIA and EEA are capable of implementing the more reliable \textit{ab initio} calculations for the future PF computations.

For liquid Cu with mass density ranging from 10.39 to 17.39 g/cc, the internal energy and pressure of these disordered systems obtained by DIA and EEA are also in a good agreement with the MD simulations (figures 5 and 6). For DIA, the RDE and RDP are well smaller than the fluctuations of MD simulations, though they increase slowly with the temperatures up to 2500 K. Relatively, the RDE and RDP of EEA are a little larger and, in some cases, reach up to or beyond the boundary of MD simulations. The worse performance of EEA can be understood in consideration of the fact that the entropy equivalence of interacting systems to the non-interacting systems gets worse with increases of the mass density, which is rather high for the liquid Cu studied here. Fortunately, DIA works better and better with increasing of the mass density, which is inevitable because the higher mass density is the smaller effective length (cf equation (14)).

### 3.2. For solid argon

Pairwise additive L-J potential is widely used to describe the interatomic interaction in various kinds of condensed matter, so it is necessary to test the approaches to the PF of condensed systems with L-J potential. In this section, DIA and EEA were applied to solid Ar of fcc structure with L-J potential [54], which is believed to be a good approximation to realistic Ar atoms, and the derived pressure were compared with MD simulations, the results obtained by NS as well as available experimental data. The implementation details of DIA and EEA for the solid Ar are the same as those for solid Cu and the operation details of NS can be found in reference [43].

The MD simulations were conducted by using the large-scale atomic/molecular massively parallel simulator software package (LAMMPS) [70], and the Nose–Hoover algorithm [71] for canonical ensemble was employed with a time step of 1 fs to calculate the internal energy and pressure, the simulation process of which was firstly to relax the system at the given NVT condition for 5 ps and then continued to run the system for 20 ps.
Considering that the isochoric EOSs of solid Ar with atomic volumes ranging from 35.54 to 38.75 Å³/atom have been obtained experimentally and L-J potential is regarded as to well characterize the interatomic interactions of inert gas, we applied DIA and EEA with a model consisting of 32000 Ar atoms arranged in fcc structure to calculate the pressure \( P \) to be compared to the experimental ones \( (P_{\text{exp}}) \). NS was not performed here because of too much computational cost. As shown in figure 7, the relative difference of pressure defined by \( \text{RDP}(=|P - P_{\text{exp}}|/P_{\text{exp}}) \) for DIA in most cases is below 5\%, while the RDP of EEA for atomic volume of 35.54 and 36.74 Å³/atom is significantly larger than 5\%. In considerations of the experimental fluctuations of about 3\% (±50 Bar) and inaccuracy of the L-J potential applied, the pressures obtained by either DIA or EEA coincides quite well with the experiments.

We further validated the two approaches at the larger atomic volume zone from 38–40 Å³/atom, and the derived isothermal EOSs are shown in figure 8 along with results of MD simulations and NS sampling. The considered system contains 4000 Ar atoms for DIA, EEA and MD simulations while 500 atoms for NS sampling due to its huge computational cost and the internal energy of NS sampling shown in figure 8(a) is multiplied by 8 times. Compared with DIA, EEA again exhibits more accuracy as the density decreases, especially for the pressure calculations. On the other hand, results of NS sampling does not coincide with those of MD simulations, and, for the pressure, show large divergence.

3.3. For isomers of \( C_{60} \) molecule

For a cluster consisting of 60 carbon atoms, the most appealing impression may be the discovery of buckminsterfullerene (BF) with a football-cage structure, and the followed investigations revealed that there exists a bunch of \( C_{60} \) isomers besides BF, such as those introduced by the Stone–Wales (SW) rearrangement. For a long time, researches have been attempting to answer the very questions whether the isomers are able to survive in realistic systems at finite temperatures and what the probability relative to BF is. To answer that, the most reasonable argument should be the ratio of the PF of an isomer \( (Z_{IS}) \) to that of BF \( (Z_{BF}) \), while to our best knowledge, no such theoretical works have been tried out. Among all the isomers, the stack-1 SW (SW1) isomer (see bottom in figure 9(a)) has the lowest potential energy, which is \( \approx 0.6 \) eV higher than that of BF when using many-body Brenner potential. Here DIA was applied to calculate \( P = Z_{SW1}/Z_{BF} \) with Brenner potential to determine the relative surviving probability of SW1 in a temperature range from 100 K to 2500 K.

To implement DIA, we firstly determined the MSS of the BF and the SW1 isomer by the Polak–Ribiere conjugate gradient algorithm. For the MSS of BF as shown in the top panel of figure 9(a), each atom is shared by two hexagons and one pentagon, indicating that all the atoms are geometrically equivalent and thus only one atom is enough to calculate the \( Z_{BF} \). For an arbitrary atom, the potential \( U' \) along its three Cartesian coordinates should obviously not be the same, so \( L_x, L_y \), and \( L_z \) has to be calculated respectively and equation (16) was applied. The selected atom was moved step by step away from the equilibrium site by 0.5 Å with an interval of 0.0001 Å along its Cartesian X-axis (or Y, Z-axis), to obtain the corresponding potential-energy curves, \( U'(X) \) (or \( U'(Y), U'(Z) \)), during which, the other two coordinates and all the other atoms were kept fixed. Figure 9(b) shows the internal energy \( E \) of BF derived from the PF with the atom labeled by No. 1 in the top panel of figure 9(a) was selected to calculate \( Z_{BF} \).

As a comparison, MD simulations with the same Brenner potential were performed via the LAMMPS code to calculate the internal energy and the Nose–Hoover algorithm for canonical ensemble was employed with a time step of 0.1 fs. The systems were allowed to relax 20 ps initially and continued to run for another 50 ps, during which averages of \( E \) were recorded in every 10 fs. As shown in figure 9, the internal energy \( E \) derived from \( Z_{BF} \) are in an excellent agreement with
the MD simulations and the RDE is smaller than 0.4% for the temperature up to 2500 K. It should be noted that, based on the mathematical basis, the calculation results of DIA should be independent of how the directions of the Cartesian coordinates are chosen. To confirm this, we arbitrarily selected four more atoms, labeled by No. 2–5 in the top panel of figure 9(a), to calculate the $Z_{BF}$ respectively, showing that the internal energy obtained from any one of the five atoms are nearly the same (see detailed data listed in supplementary information).

For the MSS of SW1 isomer shown in the bottom panel of figure 9(a), atoms were divided into three groups, where the first group is the atoms shared by two hexagons and one pentagon (colored in brown), the second one is the atoms shared by one hexagon and two pentagons (colored in magenta), and the last one is the atoms shared by three hexagons (colored in black). Accordingly, equation (17) was used to calculate the $Z_{SW1}$, and an arbitrary atom in each group, denoted by dashed circles in the bottom panel of figure 9(a), was selected to obtain the corresponding potential-energy curves respectively. The selected atoms were moved 0.5 Å step by step in positive and negative direction of the X-axis (or $U'(Y)$, $U'(Z)$), and $10^4$ potential energies were recorded to obtain the corresponding potential-energy curves. As shown in figure 9(c), the RDE of $Z_{SW1}$ is smaller than 0.15% for the whole temperature range. In addition, we also repeated the calculation with selecting different atoms in the three groups and the obtained results are nearly the same as that shown in figure 9(c) (see detailed data listed in supplementary information).

Since the difference between FE for BF and SW1 is quite small (figure 9(d)), it is difficult to conclude whether BF is more probable than SW1 in the temperature range from 100 to 2500 K, while the ratio of PF, $\mathcal{P} = Z_{SW1}/Z_{BF}$, illustrates that the probability for SW1 to survive at low temperatures is negligible and there is a considerable chance for the isomer to form at higher temperatures. This result qualitatively agrees with previous results by MD simulations [78].

4. Summary

By testing the DIA and EEA using different potentials in high/low-density systems, we confirmed that DIA specializes in dealing with high-density or high-pressure systems but has the intrinsic shortage to deal with the low-density and high-temperature cases, because the approximation of equation (15) would gradually become invalid under those circumstances. On the other hand, EEA overcomes such a limitation of DIA and behaves much better in the situations with lower density while it may be less accurate than DIA under the extreme high-pressure conditions. As to the efficiency, the major computational cost of both DIA and EEA are the same which is to obtain the potential-energy curve $U'$. According to our previous comparisons [43], DIA works at least 4 orders faster than state-of-the-art numerical algorithm and about an order more precise. Such an efficiency makes it possible for both DIA and EEA not only to calculate PF of condensed systems consisting of over ten thousand of particles on desktop computers when using empirical potential, but also to implement more accurate \textit{ab initio} methods.

It should be also interesting to compare the calculation efficiency of the MD simulations and DIA (or EEA). First of all, the CPU time consumed by DIA (EEA) is the time for calculating the curve of $U'$, which is about 20 min using one CPU core of a desktop Intel i9-7900X, as an example for the
Cu system consisting of 4000 atoms characterized by the TB potential, and all the thermodynamics functions at any temperature, including the entropy and FE, can be obtained in several seconds using the same CPU. While MD simulations must be performed for $2 \times 10^3$ steps or more to do the statistical averages of the internal energy or pressure, and in each step the CPU time is spent on computing the force for each atom, which lasted for about 2, 100 min, $\sim$ 1.5 days, for the same Cu system. Even so, the results obtained by the MD simulations are just only for one single given temperature and much more CPU time is needed for the simulations at other temperature conditions. Secondly, MD simulations can hardly produce either the entropy or FE to predict the probability of a given atomic configuration, which is why approaches must be developed to solutions of PF.

In conclusion, we established two independent approaches to PF of condensed systems, DIA and EEA, and the accuracy was strictly validated by vast MD simulations for condensed systems, DIA and EEA, and the accuracy of PF of bulk materials. The new approaches will find its applications in investigating thermodynamic properties of macroscopic condensed matters and large molecules which highly relates to designing novel material, predicting various phase transitions and parameter-free EOS under extreme conditions.
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Appendix A. Derivations of solutions to $\mathcal{Z}$ and $E$

The scaled entropy of the interacting system, $S'(\beta)$, is

$$S'(\beta) = \ln \mathcal{Z} - \beta \frac{\partial}{\partial \beta} \ln \mathcal{Z}. \quad (A.1)$$

The general solution of $\mathcal{Z}$ is to solve the equation

$$\ln \mathcal{Z} - \beta \frac{\partial}{\partial \beta} \ln \mathcal{Z} = 0,$$

and it can be simply obtained that

$$\ln \mathcal{Z} = C(\beta) \beta, \quad (A.3)$$

where the parameter $C(\beta)$ is to be determined. The special solution of $\mathcal{Z}$ is obtained by inserting equation (A.3) into equation (A.1) as

$$\frac{\partial C(\beta)}{\partial \beta} = \frac{dC(\beta)}{d\beta} = S'(\beta). \quad (A.4)$$

The expressions of parameter $C(\beta)$ and $\ln \mathcal{Z}$ thus are

$$C(\beta) = -\int_{\beta_0}^{\beta} \frac{S'(\eta)}{\eta^2} \, d\eta + C_0, \quad (A.5)$$

$$\ln \mathcal{Z} = \beta \left( C_0 - \int_{\beta_0}^{\beta} \frac{S'(\eta)}{\eta^2} \, d\eta \right). \quad (A.6)$$

The expression of internal energy $E = -\partial \ln \mathcal{Z}/\partial \beta$ becomes

$$E = -C_0 + \frac{S'(\beta)}{\beta} + \int_{\beta_0}^{\beta} \frac{S'(\eta)}{\eta^2} \, d\eta \phantom{|}_{\beta_0} \frac{1}{\eta} \, d\eta \phantom{|}_{\beta_0} \frac{1}{\eta} \, d\eta \quad (A.7)$$

$$=-C_0 + \frac{S'(\beta_0)}{\beta_0} + \int_{\beta_0}^{\beta} \frac{1}{\eta} \, d\eta'. \quad (A.7)$$
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